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Abstract

Inspired by findings of low–dimensional nonlinearities and the Theorem of Takens (1983) forecasting models of financial time series are often built upon nonparametric, i.e. universal nonlinear, univariate relationships. Empirical investigations, however, are seriously contaminated by the problem of overfitting. Since statistical model selection theory in the nonlinear case is still in its infancy we would like to suggest the application of economic model selection criteria. It is a method of combining the flexibility of nonparametric regressions and important structural information in dynamic economic models. Therefore, conditions of economic models are imposed on the embedded nonlinear dynamical system to be estimated nonparametrically. In our empirical investigations we apply an univariate nonparametric forecasting model of stock returns, implemented via the Local Linear Maps of Ritter (1991), by an economic model selection criterion based on a discretized form of a continuous–time dynamic model on the interaction of real activity and asset markets. The dynamic economic model is estimated based on the Maximum Entropy inference since unobservable variables are involved. Results for monthly U.S. data show that nonparametric model selection is improved by this economic model selection criterion. On the other hand this result may be interpreted as support for the economic model.
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1 Introduction

Due to empirical findings of low-dimensional nonlinearities in financial time series that are not generated by simple parametrized functions, in recent years empirical estimation was mainly based on econometric models that do not impose specific functional forms on the underlying stochastic processes. Among those models, both, local smoothing techniques and global approximators like neural networks are widely used, because they are able to represent a wide range of classes of functions. Inspired by the Theorem of Takens (1983) those models are often built upon nonparametric univariate relationships. Empirical investigations, however, are seriously contaminated by the problem of overfitting. In particular, in the presence of short and noisy time series, this problem results in a gap between the degree of approximation and out-of-sample performance. Statistical model selection theory for nonlinear models, however, is still in its infancy.

On the other hand it is well recognized that economic models are not well suited to model time series. Large macroeconomic models suffer from ad hoc type assumptions and vector autoregressions generically do not involve crucial structural relationships that might be present in small scale dynamic models. On the other hand dynamic small-scale models like the intertemporal general equilibrium models frequently omit many important variables and, therefore, could be inadequate for the purpose of approximating and forecasting time series although they capture important economic structures.

To overcome some of the deficiencies mentioned above we take an alternative approach by imposing structural economic knowledge, e.g. conditions of dynamic economic models, on the embedded nonlinear dynamical system to be estimated nonparametrically. This leads us to economic model selection criteria, i.e. choosing the nonparametric model that least violate the constraints imposed by economic models.

Risk Management” is gratefully acknowledged.

Although the application of most of those diagnostic test statistics is not free of numerical problems, the existence of nonlinear phenomena is a widely agreed result of empirical research.

As usual in economic and econometric literature this phrase refers to the multi-layer perceptron with backpropagation.

For most of these methods it has been shown that any functional relationship can be approximated. Note, however, that some are restricted to functions being continuously differentiable.

The nonlinear information criteria of Moody (1992) and Murata, Yoshizawa and Amari (1994) suffer from first-order approximations of Taylor-series expansions. See Woehrmann (1999a) for a Bayesian information criterion to avoid this approximation.

This, in turn, may be interpreted as support for the economic model.
A related approach to incorporate information other than the data itself into nonparametric regression is to impose constraints. An overview of this methodology is provided in Wiskott and Sejnowski (1998). A first application to financial markets can be found in Abu–Mostafa (1995) who uses symmetry hints to improve neural network forecasts of exchange rates.\(^7\)

In our empirical investigations we implement a nonparametric univariate model of stock returns based on a local smoothing technique, the so called Local Linear Maps (LLMs) of Ritter (1991). An economic model selection criterion will be based on a dynamic model of the real activity and the asset market.\(^8\)

Nowadays prototype dynamic models that study the interaction of real activity and asset market are often based on stochastic optimal growth models of Real Business Cycle (RBC) model type, see Kydland and Prescott (1982). Intertemporal decisions are at the heart of the RBC methodology and it is thus natural to study the asset market–output interaction in the context of those models. The asset market implications of the RBC models are, e.g., studied in Brock (1982), Danthine, Donaldson and Mehra (1992), Lettau (1997), Lettau and Uhlig (1997), Lettau, Gong and Semmler (1997).\(^9\) The baseline model with technology shocks as the driving force for macroeconomic fluctuations attempts to replicate basic stylized facts of the stock market such as the excess volatility of asset prices and returns and the spread between asset returns, e.g. between equity and risk–free assets. However, it turns out that the stochastic discount factor is not volatile enough to explain the high equity premium or Sharpe ratio as first pointed out in Mehra and Prescott (1985).\(^10\) Further, all standard asset pricing theories do not take into account that real activity and the stock market are mutually impacting each other. Real shocks impact asset prices but shocks to asset prices have no impact on real activity.

In this paper we, therefore, pursue an alternative macroeconomic modeling approach to model the interrelationship of the asset market and real activity. In our case the asset market will be represented by the stock market. We apply a macrodynamic model whose origin is Blanchard (1981). The Blanchard

\(^7\) Further related studies are those of Gallant and Tauchen (1989) who apply semi–nonparametric regressions to test an intertemporal asset pricing model and Ireland (1999) who combines vector autoregressions and the stochastic growth model.


\(^9\) Further intertemporal asset pricing models with production are developed in, e.g., Detemple (1986) and Cochrane (1991).

\(^10\) Time–varying asset market characteristics are spelled out in, e.g., Rouwenhorst (1995) or Woehrmann, Semmler and Lettau (1999).
variant is a perfect foresight model which exhibits saddle path stability. Only the jump to the stable branch makes the trajectories stable. Along the line of Chiarella, Semmler and Mittnik (1998) we replace the perfect foresight jump variable technique by gradual adjustments, in particular gradual expectations adjustments based on adaptive expectations. The limiting behavior of our model which admits, among others, cyclical paths generates the Blanchard model when the expectations adjust infinitely fast to yield perfect foresight as a limiting case.\footnote{Further models of this macroeconomic modeling tradition which include the financial market can be found in Flaschel, Franke and Semmler (1997).}

We estimate the discrete–time form of the generalized Blanchard (1981) model based on the Maximum Entropy principle of Jaynes (1957) as outlined by Golan, Judge and Karp (1996). This estimation strategy is adequate since non–observable variables are involved.\footnote{Note, however, that other techniques like, e.g., the (extended) Kalman filter could be applied.} Empirical results for U.S. output and asset market data show that the univariate nonparametric model of monthly stock returns with least mean squared prediction error admits least violation of our economic model. This fact can be interpreted as support for the economic model.

The remainder is organized as follows. In section 2 the methodology of economic model selection criteria for choosing nonparametric models and testing economic models is described. Section 3 presents the dynamic economic model and the maximum entropy approach as an adequate inference scheme. We describe its performance and evaluate it numerically. Section 4 discusses empirical results employing the economic model as a model selection criterion to selecting univariate nonparametric models of monthly U.S. stock returns. Section 5 concludes.

2 Economic model selection criteria

Consider the state of an economy represented by the bounded stochastic vector process, $z_t \in \mathbb{R}^p$, $t = 1, 2, \ldots, \infty$, for some $p$ and its law of motion,

$$g : \mathbb{R}^p \to \mathbb{R}^p, z_{t+1} = g(z_t),$$

where $g$ is continuously differentiable or at least Lipschitz. We assume that $z_0 = \lim_{p \to \infty} z_{t_u}$ for some subsequence $t_u \to \infty$. Financial time series, $y_t \in \mathbb{R}$, $t = 1, 2, \ldots, \infty$, may be interpreted as measurements of the state of the economy,

$$h : \mathbb{R}^p \to \mathbb{R}, y_t = h(z_t).$$
where $h$ is a continuously differentiable measurement function. Since it is difficult to determine all relevant components of $z$, the relationship between $z$ and an embedding vector of $y$, $\tilde{y}_t = (y_t, y_{t-1}, \ldots, y_{t-d+1})$ with embedding dimension $d > 0$ is often used to model $y$. To justify this approach consider

$$\phi : \mathbb{R}^p \rightarrow \mathbb{R}^d, \phi_d(z) = (h(z), h(f(z)), \ldots, h(f^{d-1}(z)))$$

with $\phi_d(z) = (y_0, y_1, \ldots, y_{d-1})$ for $z_0 = z$. Takens (1983) shows that $\phi_d$ is one-to-one and $D\phi_d(z)^{13}$ is one-to-one at each $z$, if $d \geq 2p + 1$.

Therefore, econometricians assume that financial time series, $y_t$, are described by nonlinear functions, $f$, of its embedding vector, $\tilde{y}_t = (y_{t-1}, \ldots, y_{t-d})$, based on the signal–plus–noise model,

$$f : \mathbb{R}^d \rightarrow \mathbb{R}, y_t = f(\tilde{y}_t) + \epsilon_t$$

with $\epsilon \text{ iid}^{14}$, where $f$ is defined by conditional expectations $f(y_t) = E(y_t|\tilde{y}_t)$ with $E(\epsilon_t|\tilde{y}_t) = 0$ and $E(\epsilon f(z_t)) = 0$.

To model financial and economic variables one first has to specify a function $\psi(\tilde{y}_t, \theta)$ parameterized in $\theta$ that represents a class of functions including $f$. Then an estimation procedure has to be designed to obtain $\theta$ so as to minimize expectations of the expected loss function $L$, the so called risk function of Vapnik (1992),

$$R(\theta) = \int_0^\infty L(y; \psi(\tilde{y}_t, \theta))dP(z, y)$$

with $L(y_t, \psi(\tilde{y}_t, \theta)) = \|y_t - \psi(\tilde{y}_t, \theta)\|$, joint probability $P(\tilde{y}_t, y_t)$ and $\| \cdot \|$ denoting the $l_2$–norm. As $P(\tilde{y}_t, y_t)$ is not known it is suggested to minimize the empirical risk function

$$R_{\text{emp}} = T^{-1} \sum_{t=1}^T L(y_t, \psi(\tilde{y}_t, \theta))$$

based on observations $y_t, t = 1, \ldots, T$.

In this work we implement nonparametric regression by the Local Linear Maps, henceforth LLMs, of Ritter (1991). We give only a short technical description of this method. For a lengthy note see Woehrmann (1999b). It is characterized by fast convergence and convincing generalization capabilities.\textsuperscript{17} In

\textsuperscript{13}Note, that $D$ stands for the Jacobian.
\textsuperscript{14}Note, that there are also nonparametric models with heteroskedasticity.
\textsuperscript{15}We call a regression function nonparametric if it cannot be characterized by specific distributions.
\textsuperscript{16}This method is proposed independently by Stokro, Umberger and Hertz (1990) as a generalization of the widely used technique of Moody and Darken (1989).
\textsuperscript{17}Further, it offers a computational efficient way of estimating parameters and thresholds in threshold regression models simultaneously.
order to approximate function $f$ on the basis of data $y_t$, $t = 1, 2, \ldots, \infty$, LLMs are built up by $n$ units $r = 1, \ldots, n$, each consisting of a vector in the input space, $w_r \in \mathbb{R}^m$, a vector in the output space, $v_r \in \mathbb{R}$, and a matrix $A_r \in \mathbb{R} \times \mathbb{R}^m$. The output of an LLM for an input vector $x \in \mathbb{R}^m$ is computed as

$$\hat{y}_t = v_s + A_s(\tilde{y}_t - w_s)$$

with $s = \arg\min_r \|\tilde{y}_t - w_r\|$. An appropriate adaptive estimation scheme for parameters $A$, $w$ and $v$ is provided by Ritter (1991),

$$\Delta w_s = \epsilon_w(\tilde{y}_t - w_s),$$

$$\Delta v_s = \epsilon_v(y_t - \hat{y}_t) + A_s\Delta w_s,$$

$$\Delta A_s = \epsilon_A d_s^{-2}(y_t - \hat{y}_t)(\tilde{y}_t - w_s)'$$

with $d_s = \|\tilde{y} - w_s\|$ and learning rates $\epsilon_w$, $\epsilon_v$ and $\epsilon_A$. Convergence of $(w, v, A)$ to its equilibrium state $(w^*, v^*, A^*)$ is proved in Woehrmann (1999b) using the Fokker–Planck equation approach in Ritter and Schulten (1989).

Due to the the facts that $T$ observable variables of interest cannot be choosen very large, observations are contaminated by noise and $f$ is possibly nonlinear and discontinuous, the task of specifying $\psi$ and estimating $\theta$ turns out to be quite difficult. This is illustrated, e.g., by the bias–variance dilemma of Geman, Bienenstock and Doursat (1992).

Many theoretical investigations have been undertaken to guide the specification using statistical model selection criteria mostly in the tradition of the Akaike (1970) Information Criterion originating in information theory or the Bayesian model selection criterion of Schwarz (1978). In both cases the in–sample mean squared error (MSE) is corrected by a term depending on the complexity of $f$ to obtain the out–of–sample MSE. For extensions that are suitable for nonlinear models see Moody (1992), Murata, Yoshizawa and Amari (1994) and Woehrmann (1999a).

Here we use the violation of an economic model to incorporate knowledge different from data itself, denoted by $L$. We would like to interpret this also as support for the underlying economic model. Note, that tests of dynamic small–scale economic models based on traditional statistical approaches have no good asymptotic properties when the model is nonlinear and important variables are omitted.

3 The dynamic model and estimation procedure

Subsequently, we present a dynamic model on asset market and output which originates in Blanchard (1981) and is generalized in Chiarella, Semmler and
3.1 The dynamic model

We consider a model on asset market and output (for details see Chiarella, Semmler and Mittnik (1998)) which describes the interaction between output and stock prices in the IS–LM framework with fixed output prices\(^{18}\). Therefore, reaction functions for output, \(y \in \mathbb{R}_+\), stock prices, \(q \in \mathbb{R}_+\), and expected changes in stock returns, \(x = E(\dot{q})\), are obtained as stated in the following dynamical system of differential equations.

Output adjusts to changes in aggregate expenditure, \(d = aq - by + g\), where \(a > 0\) and \(0 \leq \beta < 1\) and \(g \in \mathbb{R}_+\) is an index of fiscal expenditure. It adjusts with a delay according to

\[
\dot{y} = \kappa_y (d - y) = \kappa_y (aq - by + g),
\]

where \(b = 1 - \beta\), \(0 < b \geq 1\) and \(\kappa_y > 0\) is the adjustment speed of output.

The assumption of LM equilibrium in the asset market gives \(i = cy - h(m - p)\), where \(c > 0\), \(h > 0\) and \(i \in \mathbb{R}_+\), \(m \in \mathbb{R}_+\) and \(p \in \mathbb{R}_+\) denote the short term interest rate, the logarithm of nominal money and the logarithm of nominal prices, respectively. Real profit is obtained as \(\pi = \alpha_0 + \alpha_1 y\), where \(\alpha_1 \geq 0\).

Thus holding shares gives the instantaneous expected real rate of return \((x + \alpha_0 + \alpha_1 y)/q\) and the instantaneously maturing bond, i.e. the instantaneous differential between returns on shares and on short term bonds –which may allow for a (constant) equity premium– \(\epsilon = (x + \alpha_0 + \alpha_1 y)/q - i\). We relax the assumption that bonds and equity are perfect substitutes, or equivalently, that any differential between them is arbitraged away instantaneously. In particular, we consider imperfect substitutability between bonds and equity by supposing that the excess demand for stocks, \(q^d \in \mathbb{R}_+\), is a positive but bounded\(^{19}\) (sigmoid) function of the instantaneous differential \(\epsilon\), \(q^d = f(\epsilon) = \tanh(\epsilon)\) with \(f(0) = 0\), \(f(\epsilon) \to -1\) as \(\epsilon \to -\infty\) and \(f(\epsilon) \to 1\) as \(\epsilon \to \infty\). We suppose that the stock price adjusts to excess demand according to

\[
\dot{q} = \kappa_q f(\epsilon),
\]

\(^{18}\)Note, that this is not a severe restriction as argued in Chiarella, Semmler and Mittnik (1998).

\(^{19}\)This is motivated by the solution to an investor’s optimization problem of intertemporal allocation of a given amount of wealth between shares and bonds so as to maximize utility arising from income, because it puts upper and lower bounds on the amounts of wealth allocated to each financial asset where borrowing is not allowed.
where \( \kappa_q > 0 \) is the adjustment speed of the stock market. In well functioning stock markets \( \kappa_q \) should be high. In the case of \( \kappa_x \to \infty \), however, one obtains 
\[
(x + \alpha_0 + \alpha_1y)/q = i
\]
which is an assumption in Blanchard (1981).

Expectations about the change in the stock price are assumed to be adaptive, i.e., expectations are supposed to be adjusted by
\[
\dot{x} = \kappa_x(\dot{q} - x),
\]
where \( \kappa_x > 0 \) is the adjustment speed of expectations. In the case of \( \kappa_x \to \infty \) one obtains perfect foresight, i.e. \( x = \dot{q} \). This is the extreme case that Blanchard (1981) considers.

In the more general case the model may be summarized in a 3–dimensional system if nonlinear differential equations,
\[
\begin{align*}
\dot{y} &= \kappa_q(aq - by + g), \tag{1} \\
\dot{q} &= \kappa_q f \left( \frac{x + \alpha_0 + \alpha_1y}{q} - cy + h(m - p) \right), \tag{2} \\
\dot{x} &= \kappa_x \left( \kappa_q f \left( \frac{x + \alpha_0 + \alpha_1y}{q} - cy + h(m - p) \right) - x \right). \tag{3}
\end{align*}
\]

The equilibrium of the system (1)–(3) is given by \( \bar{x} = 0 \) and the values \((\bar{y}, \bar{q})\) that solve \( aq - by + g = 0 \) and \( (\alpha_0 + \alpha_1y)/q = cy - h(m - p) \). We will write \( \delta \equiv h(m - p) \). Two sets \((\bar{y}, \bar{q})\) are possible and are given by \( \bar{y} = (\psi \pm \sqrt{\psi^2 - 4bc(gh(m - p) - a\alpha_0)})/(2bc) \), and \( \bar{q} = (b\bar{y} - g)/a \), where \( \psi \equiv gc + bh(m - p) + a\alpha_1 \). Provided we assume \( m > p \) there will always be at least one positive pair \((\bar{y}, \bar{q})\) which will be the equilibrium.

To analyze the dynamics of the system of nonlinear differential equations (1)–(3), Chiarella, Semmler and Mittnik (1998) evaluated its characteristic equation analytically and found via the usual eigenvalue criterion that \( \kappa_x \) may act as a bifurcation parameter with a critical value \( \kappa_x^* \) where the conditions of the Hopf–bifurcation theorem hold. In particular the trajectory \((y_t, q_t), t = 1, \ldots, T\) converges to a limit cycle, if \( \kappa_x > \kappa_x^* \), and to a fixed point, if \( \kappa_x < \kappa_x^* \).

3.2 Maximum entropy estimation

For the empirical part of the paper, i.e. in order to estimate the model based on data for output, \( y_t, t = 1, 2, \ldots T \), and stock prices, \( q_t, t = 1, 2, \ldots T \), we
apply the Euler scheme\textsuperscript{20} to obtain (1)–(3) in discrete form,

\[
\Delta y_t = \Delta t (\kappa_y (aq_t - by_{t-1} + g)) \equiv g_{y,t}, \tag{4}
\]

\[
\Delta q_t = \Delta t \kappa_q \tilde{f} \left( \lambda \left( \frac{x_{t-1} + \alpha_1 y_{t-1}}{q_{t-1}} - cy_{t-1} + h(m - p) \right) \right) \equiv g_{q,t}, \tag{5}
\]

\[
\Delta x_t = \Delta t \kappa_x \left( \frac{g_{q,t}}{\Delta t} - x_{t-1} \right) \equiv g_{x,t}. \tag{6}
\]

Our estimation of the discrete system (4)–(6) is based on the Maximum Entropy Principle of Jaynes (1957) to estimate its structural parameters empirically by Golan, Judge and Karp (1996).\textsuperscript{21} Parameters to be estimated are summarized in

\[
\varphi_y = (\kappa_y, a, b, g), \quad \varphi_s = (\kappa_q, \kappa_x, \alpha_0, \alpha_1, c, h, m, p) \quad \text{and} \quad \varphi = (\varphi_y, \varphi_s).
\]

Since elements of vectors $\varphi_y$ and $\varphi_s$, i.e. parameters of the output equation and the stock market equations, respectively, form two disjunct sets (4) may be estimated separately from (5) and (6). To apply the Maximum Entropy principle, support vectors,

\[
Z_i = (z_{i,1}, \ldots, z_{i,m})', \quad i \in \varphi,
\]

and associated probability vectors,

\[
P_i = (p_{i,1}, \ldots, p_{i,m})', \quad i \in \varphi,
\]

are defined as possible realizations of parameters and its probabilities, respectively. Hence, estimates of parameters are obtained as

\[
\hat{\varphi}_i = Z_i' P_i, \quad i \in \varphi.
\]

The principle of estimation is to determine $\hat{\varphi}$ with maximal uncertainty such that equilibrium conditions of the Blanchard model are satisfied. Measuring uncertainty by discrete entropy $\mathcal{H},$

\[
\mathcal{H}(P_i) = -P_i' \ln P_i, \quad i \in \varphi,
\]

\textsuperscript{20}Although the Euler scheme only considers first order terms of the Taylor–Series expansion it performs well in comparison to improved Euler schemes, see Chiarella, Semmler and Mittnik (1998).

\textsuperscript{21}In contrast to standard estimation schemes the Maximum Entropy approach to estimating dynamic systems of difference equations is appropriate since it allows for incorporating variables that are not observable. However, this could also be done by, e.g., the (extended) Kalman filter.
defining the matrices $Z_j = z_{r,i}$, and $P_j = p_{r,i}$, $i \in \varphi_j$, $j \in \{y,s\}$, $r = 1, \ldots, k$, and imposing regularity conditions one obtains a nonlinear program for the output equation,

$$\max_{P_y} \mathcal{H}(P_y)'1$$

s.t. $1 = P_y'1$

$$\dot{\varphi}_y = Z_y'P_y$$

$0 = \Delta y_t - g_{y,t}$, $t = 2, \ldots, T$,

and a nonlinear program for the stock market equations,

$$\max_{x,P_s} \mathcal{H}(P_s)'1$$

s.t. $1 = P_s'1$

$$\dot{\varphi}_s = Z_s'P_s$$

$0 = \Delta q_t - g_{q,t}$, $t = 2, \ldots, T$

$0 = \Delta x_t - g_{x,t}$, $t = 2, \ldots, T$,

where $g_{y,t}$, $g_{q,t}$ and $g_{x,t}$ are as defined in (4)–(6). These static optimization problems are characterized by nonlinear objectives and nonlinear constraints. Therefore, we apply a projected Lagrangian algorithm based on a method due to Robinson (1972), i.e. linearly constrained subproblems are solved by augmented Lagrangians. We use the implementation in GAMS as described in Murtagh and Saunders (1982). Note, that convergence for an arbitrary starting point is not guaranteed.

Next, we test this estimation scheme by its ability to recover parameters from simulated time series with prespecified parameters regarding the output and stock market equations reported in Table 1. Employing initial conditions, $y_0 = \ldots, q_0 = 2.1$, $x_0 = 0.1$ and $T = 500$ we simulate system (4)–(6) illustrated in Fig. 1. To obtain a more realistic situation a stochastic version is simulated

<table>
<thead>
<tr>
<th>Parameters for simulations</th>
<th>$\varphi_y$</th>
<th>$\varphi_s$</th>
</tr>
</thead>
<tbody>
<tr>
<td>economic structure</td>
<td>$a = 0.1$</td>
<td>$\alpha_0 = -0.075$, $\bar{f} = 0.5$</td>
</tr>
<tr>
<td></td>
<td>$b = 0.5$</td>
<td>$\alpha_1 = 0.15$, $h = 0.3$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$c = 0.1$, $\lambda = 3$</td>
</tr>
<tr>
<td>adjustment speed</td>
<td>$\kappa_y = 1$</td>
<td>$\kappa_q = 4$, $\kappa_x = 1.5$</td>
</tr>
<tr>
<td>government policy</td>
<td>$g = 1.3$</td>
<td>$\delta = 0.2$</td>
</tr>
</tbody>
</table>
by employing (7) instead of (4),

$$\Delta y_t = \Delta t(\kappa y_{t-1} - b y_{t-1} + g)) + \zeta_t, \quad \zeta_t \sim N(0, \sigma_\zeta)$$

(7)

with $\sigma_\zeta = 0.1$. Resulting time series are illustrated in Fig. 2. Based on the simulations Maximum Entropy estimation is conducted for $k = 2$. The performance is reported in Table 2. Values for parameters not reported are assumed to be known and ^ indicates estimated parameters. Note, that the variance of estimators $\varphi$ obtained from Monte Carlo simulations (not reported here) is quite low. Hence, we would like to conclude that the Maximum Entropy principle applied to our economic model works well and could be employed to real data.
### Table 2
Parameter estimation for simulated time series.

<table>
<thead>
<tr>
<th></th>
<th>$\varphi$</th>
<th>$\hat{\varphi}$</th>
<th>$\hat{\varphi}_{\text{noise}}$</th>
<th>$\hat{\varphi}$</th>
<th>$\hat{\varphi}_{\text{noise}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a$</td>
<td>0.1</td>
<td>0.100</td>
<td>0.158</td>
<td>0.980</td>
<td>0.183</td>
</tr>
<tr>
<td>$b$</td>
<td>0.5</td>
<td>0.500</td>
<td>0.575</td>
<td>0.490</td>
<td>0.665</td>
</tr>
<tr>
<td>$g$</td>
<td>1.3</td>
<td></td>
<td></td>
<td>1.274</td>
<td>1.504</td>
</tr>
<tr>
<td>$\kappa_y$</td>
<td>1</td>
<td>1.000</td>
<td>0.636</td>
<td>1.020</td>
<td>0.550</td>
</tr>
<tr>
<td>$\kappa_x$</td>
<td>4</td>
<td>4.000</td>
<td>4.000</td>
<td>6.030</td>
<td>6.596</td>
</tr>
<tr>
<td>$\kappa_q$</td>
<td>1.2</td>
<td>1.200</td>
<td>1.040</td>
<td>0.963</td>
<td>0.939</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>3</td>
<td></td>
<td></td>
<td>1.966</td>
<td>1.794</td>
</tr>
</tbody>
</table>

#### 4 Empirical results

Our empirical part is based on monthly U.S. data consisting of output represented by an index of industrial production and asset market represented by quotations of the S&P500 stock market index. Raw data are taken from Citibase, 1995. To obtain stationary time series we compute growth rates of industrial production and quotations of the S&P500 index denoted by $y_t$ and $q_t$, respectively. We use the period from 1965.1 to 1980.12, $t = 1, 2, \ldots, T$, $T = 250$, for estimation and the period from 1981.1 to 1985.12, $t = T+1, \ldots, T+P$, $P = 91$, for prediction.

As motivated in section 2 we model stock returns through an univariate nonparametric model. In particular, we determine expectations of stock returns, $q_t$, conditioned on its embedding vector, $\tilde{q}_t = (q_{t-1}, \ldots, q_{t-d})$ with $d = 10$. Therefore, we use the univariate regression model

$$\hat{q}_t^{\text{LLM}} = \psi^{\text{LLM}}(\tilde{q}_t, \theta),$$

where $\psi^{\text{LLM}}(\tilde{q}_t, \theta)$ is implemented by the Local Linear Maps of Ritter (1991).\footnote{A short description is given in section 2. For a lengthy discourse see Woehrmann (1999b).}

To evaluate in–sample and out–of–sample performance of various nonparametric models we compute

$$L_{\text{fit}} = T^{-1} \sum_{t=1}^{T} (q_t - \hat{q}_t^{\text{LLM}})^2 \text{ and } L_{\text{test}} = T^{-1} \sum_{t=T+1}^{T+P} (q_t - \hat{q}_t^{\text{LLM}})^2.$$
models is investigated in Geman, Bienenstock and Doursat (1992) and is illustrated in Fig. 3. It shows the behaviour of $L_{\text{fit}}$ and $L_{\text{test}}$ with respect to model complexity which is determined in the case of LLMs by $n = 1, 2, \ldots$ and with respect to learning step $l$, $l = 1, 2, \ldots$.

In order to obtain an economic model selection criterion we conduct maximum entropy estimation of model (4)–(6). Estimation results are reported in Table 3. Note, that estimated values are plausible from an economic point of view.

Table 3
Parameter estimates for U.S. data.

<table>
<thead>
<tr>
<th></th>
<th>$\hat{\phi}_y$</th>
<th>$\hat{\phi}_s$</th>
</tr>
</thead>
<tbody>
<tr>
<td>economic structure</td>
<td>$a = 0.020$</td>
<td>$\alpha_0 = 0.039$, $\bar{f} = 0.100$</td>
</tr>
<tr>
<td></td>
<td>$b = 0.990$</td>
<td>$\alpha_1 = 0.222$, $h = 0.505$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$c = 2.066$, $\lambda = 0.800$</td>
</tr>
<tr>
<td>adjustment speed</td>
<td>$\kappa_y = 2.885$</td>
<td>$\kappa_q = 1.000$, $\kappa_x = 7.126$</td>
</tr>
<tr>
<td>government policy</td>
<td>$g = 0.252$</td>
<td>$\delta = 0.128$</td>
</tr>
</tbody>
</table>

Using the stock market equation of the estimated generalized Blanchard model as discussed in section 3 we compute an economic model selection criterion,

$$
\mathcal{L}_q = \sum_{t=1}^{T} (\Delta \hat{q}_{t}^{\text{LLM}} - g_{q,t})^2
$$

based on $\hat{\phi}$ and $\hat{x}_t$, $t = 1, \ldots, T$. This criterion which measures how much LLMs violate the estimated generalized Blanchard model will be used to evaluate different nonparametric models.

In Fig. 4 we report our estimation results for the LLMs as well as the economic model selection criteria. Boxplots summarize Monte Carlo results with 10 replications for random initial conditions ($w_1, v_1, A_1$). It can be seen that choice of $n$ with regard to $\mathcal{L}_q$ leads to the nonparametric model with least
mean squared prediction error, i.e. overfitting is avoided. This could also be interpreted as support for our economic model. Since we have stopped learning at \( l = l^* \) we investigate whether this also could be achieved by \( L_q \).

In Fig. 5 we illustrate the procedure of adaptive estimation for an LLM with \( n = 15 \). It provides evidence that optimal stopping may also be guided by \( L_q \).

5 Conclusion

To overcome the deficiencies of both nonparametric regressions and economic models we suggested the methodology of economic model selection criteria to combining the flexibility of the former and important structural economic knowledge of the latter approach. Therefore, we propose the method of economic model selection criteria and choose nonparametric univariate regression

\[ \text{Note, that } 71.42\% \text{ of the signs of returns are predicted correctly for } n = 5. \]
models that least violate conditions of dynamic economic models. This in turn can be interpreted as support for the underlying economic model.

In our empirical investigations we implement a nonparametric univariate model of stock returns based on a local smoothing technique, in particular the Local Linear Maps (LLMs) of Ritter (1991). An economic model selection criterion is based on a model of the interaction of real activity and the asset market. We here apply an alternative to RBC and rational expectations macromodels by basing our analysis on a dynamic macromodel of the interrelationship of asset market and real activity developed by Blanchard (1981) and generalized by Chiarella, Semmler and Mittnik (1998). We estimate the discrete time form of the generalized Blanchard model based on the Maximum Entropy principle of Jaynes (1957) as outlined by Golan, Judge and Karp (1996). This estimation strategy is adequate since non-observable variables are involved. Empirical results for U.S. output and asset market data show that the univariate nonparametric model of monthly stock returns with least mean squared prediction error admits least violation of our economic model. This fact could be interpreted as support for the economic model.
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